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ABSTRACT: Face recognition systems aim to recognize the identity of a person depicted in a photograph by comparing it against a gallery of
prerecorded images. Current systems perform quite well in controlled scenarios, but they allow for none or little interaction in case of mistakes due
to the low quality of images or to algorithmic limitations. Following the needs and suggestions of investigators, we present a guided user interface that
allows to adjust from a fully automatic to a fully assisted modality of execution, according to the difficulty of the task and to amount of available infor-
mation (gender, age, etc.): the user can generally rely on automatic execution and intervene only on a limited number of examples when a failure is
automatically detected or when the quality of intermediate results is deemed unsatisfactory. The interface runs on top of a preexistent automatic face
recognition algorithm in such a way to guarantee full control over the execution flow and to exploit the peculiarities of the underlying image processing
techniques. The viability of the proposed solution is tested on a classic face identification task run on a standard publicly available database (the
XM2VTS), assessing the improvement to user interaction over the automatic system performance.
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The problem of face recognition can be formulated in different
ways, according to the applicative context. In forensic sciences, the
expression is used sometimes to refer to the practice of face com-
parison or face verification: in the former case, the task is to estab-
lish whether two pictures depict the same subject; in the latter
formulation, one is shown a picture and should answer the question
‘‘is this an image of person X?,’’ given some notion of how X
looks like.

These are variants of the same problem that can arise during
investigations when the police have a picture of a person taken in
the act of committing illegal activities (e.g., from the camera
embedded in an ATM station) and suspects a certain subject who
is already known to the police (e.g., he or she is recorded in the
database of mug shots). Several studies prove that this is an extre-
mely difficult task to accomplish with a high degree of confidence
even for human observers (1), and surely no available computer
vision technique is accurate enough to provide evidence which
would be accepted as proof in a legal trial. Nonetheless, automatic
processing can be of great support to investigators as explained
later.

In this work, we refer to the following scenario of face
recognition:

given the gallery G, a set of photographs of subjects already
enrolled (with known ID),
given a new image depicting a test subject with unknown ID,
taken from a set T of probes,
the goal is to reorder the pictures in the gallery so that the
known subjects are found in descending order of similarity
with respect to the probe subject,

where the similarity is measured by a function that takes as input
the description of two faces, and gives as output a value in the
interval [0, 1] that represents their degree of correspondence, rang-
ing from orthogonality to identity of the descriptions. The descrip-
tion (or characterization) of a face is formulated in terms of the
chosen facial features (anthropometric distances, shape, textures,
particular signs, etc.), and their automatic and accurate extraction is
arguably the most difficult step in the design of a face recognition
system.

The aforedescribed scenario is referred to as face identification
or face matching. Notice that face identification is ideally more
general than face verification because, in principle, one could
estimate an optimal threshold for the similarity measure such that
two subjects are judged as being the same person if and only if
their similarity exceeds that value. In practice, this approach gives
poor results as it is very difficult to estimate such a threshold, as
face similarity depends very much on the employed facial features,
and the detail of the resulting description is in general not sufficient
to state that two subjects are the same person with high confidence;
one can only conclude two subjects are similar to a certain degree
in the sense of the extracted facial features.

If all the subjects in T have been already enrolled in G (closed
world assumption), it is possible to quantitatively evaluate the
performance of a face matching system (during testing, the IDs of
the probe subjects are obviously kept unknown to the face
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identification system, while they are known to the experimenter for
evaluation purposes).

Let us assume for simplicity that each subject is represented
exactly once in the gallery; let us define the rank of a probe image
as the position in the ordered gallery at which is found the correct
match; then, we can compute the Cumulative Match Characteristic
(CMC) (2) as:

PIðrÞ ¼
CðrÞj j

Gj j

with C(r) = {t � T | rank(t) £ r} where the subscript I of P in
the original notation stands for ‘‘identification,’’ C(r) is the set
of probes recognized at rank r or better, and | | is the notation
for set cardinality (size); the CMC measure is hence a nonde-
creasing function of r and of course PI(|G|) = 1. Although the
system performance is usually summarized with the value PI(1),
that is, the percentage of probe images correctly identified at
rank 1, the trend (the steepness) of PI(r) is also relevant to
describe the global behavior of the system; in particular, an
interesting value is the smallest rank r* for which PI(r*) = 1.
Notice that the CMC value is dependent on the gallery size in
two ways: not only |G| appears under the fraction in the defini-
tion of CMC, it also defines the domain of CMC, that is, r �
{1,…,|G|}. Consequently, to compare the results obtained on
two different experiments of face identification, one should con-
sider the rank relatively to the gallery size: for instance, given
G1 and G2 such that |G1| „ |G2| one cannot directly compare the
CMC for some r, but should rather consider two values r1 and
r2 such that r1 ⁄ |G1| = r2 ⁄ |G2|. This will be better clarified by an
example in the next paragraph.

It is important to stress the fact that the applicability of a face
recognition system is not limited to the ideal case; it can be useful
also in realistic situations, like in normal investigation activities,
when no assumption can be made about the identity of the person
committing an offense, nor about his previous enrollment. In fact,
if the similarity measure used to order the gallery is accurate
enough, investigators can run the system over the suspect image
against the entire gallery at their disposal, and search for a one-to-
one correspondence by visual inspection only for the top of the
ordered gallery. The maximum number of images they will have to
go through, to be reasonably confident that the subject is either
present or absent from the gallery, depends both on the cardinality
of the gallery and on the accuracy of the system as measured on
previous experiments in terms of CMC. For instance, if face recog-
nition reaches accuracy of 100% at rank 10 (r* = 10) with respect
to a gallery of 1000 subjects (r* ⁄ |G| = 1%), when applying the
system in an open world situation (as opposed to the closed world
assumption discussed earlier) to a gallery of 20,000 pictures, one is
expected to inspect at least 200 images before discarding the photo
as depicting someone probably not present in the gallery.

In this paper, we present an extension to our previous work on
face recognition by adding on top of the system an interactive
graphical user interface (GUI) that allows the user to get a better
control over a face matching test. The interaction aims at improv-
ing the system performance in three respects: (i) the user can filter
out some pictures from the gallery to narrow the search domain by
specifying some attributes of the probe subject (gender, age, eye
color, hair color, race, presence or absence of spectacles, facial hair,
etc.); (ii) the user can validate or correct the output of feature
extraction, resulting in a more reliable similarity measure; and (iii)
the user can inspect as many subjects of the ordered gallery as he
or she wishes.

The next section introduces the gallery and probe images used in
this work for testing the proposed system. Then, we present an
overview of the original automatic method and its extension with
the interactive capabilities. Section ‘‘Results’’ details the perfor-
mance improvement owing to user interaction with respect to fully
automatic face recognition. Finally, we discuss the merits and
weaknesses of the approach, and draw some conclusions on its
validity.

Database

To test the system performance, we refer to the XM2VTS database
http://www.ee.surrey.ac.uk/Research/VSSP/xm2vtsdb/ (accessed Jan-
uary 17, 2011), which is a publicly available data set that is considered
a baseline for performance evaluation and has been employed in
several publications on the topic (see [3] for a face verification
competition using the XM2VTS database). In particular, it consists
of 1180 frontal color images of 295 subjects taken with neutral
expression; the pictures have been acquired in four sessions that
span a period of over 4 months to favor some changes in appear-
ance, beard-cut, clothing, and makeup. Although the illumination
conditions are controlled, the data set still presents certain variabil-
ity with respect to race, the presence or absence of spectacles,
facial hair, etc. (see Fig. 1 for a sample of XM2VTS images). In
our experiments, the gallery consists of the images taken from the
first session, while the probe set is composed of the remaining 885
images taken from the last three sessions (three probes per subject).
No image enhancement was applied to those images.

Proposed Method for Interactive Face Recognition

In the last two decades, the problem of face recognition has been
widely investigated (4) bringing to the commercialization of several
products, most of which have participated to the Face Recognition
Vendor Tests (FRVT) (5,6). These contests have proven that:

From 2002 to 2006, the error rate is dropped by an order of
magnitude.
Existing systems work very well on controlled, high-resolution
images, that is, frontal face, no occlusion, uniform back-
ground, and homogeneous illumination.
In these conditions, algorithms performed as well as or better
than humans.

FIG. 1—A sample from the XM2VTS database (originally in color).

766 JOURNAL OF FORENSIC SCIENCES



The recognition performance decreases significantly on
uncontrolled or low-resolution images.

Although the FRVT outcomes are very interesting, it is under-
stood that the tests were conducted in a relatively ideal scenario,
and it is not known how the results would extend to real-world
situations. In fact, one would expect user interaction to be most
useful especially in the case of images acquired by low-quality and
low-cost C ⁄ C TV, and in situations where the subject is noncollab-
orative, and hence, his pose and expression are not controlled. To
our knowledge, most commercial systems work almost like black
boxes, lacking in control over the different phases of the recogni-
tion process. What is more, the proprietary nature of the user
license they release makes it impossible to intervene on the code to
adjust it on specific needs. On the contrary, it would be desirable
to present the user with the following choice: no interaction when
the image quality is high, requests for correction or validation when
the image is of low quality.

Another useful feature regards the results of the recognition
process: often a limited number of matching subjects is returned
(if not only the best match), and their scores of reliability are
unspecified or given with no further specification of their interpre-
tation. The investigators would appreciate to have a list of matches
(choosing the list length), each one associated with a similarity
score which is made meaningful to them. In this way, the human
operator is in full control of the system, but at the same time, he
or she is assisted in the recognition process being guided and pre-
sented with a limited number of options, as it happens in other
similar forensic databases, for example, for Automated Fingerprint
Identification Systems (AFIS).

Following these considerations, we extended a previously devel-
oped automatic system for face recognition by adding an interface
through which the user can (optionally) drive the process step-
by-step.

Face Recognition Algorithm

In this section, we give a very brief overview of the employed
face recognition method which has been developed by some of the
authors. As the technique has been published in different journals
and conference proceedings (7–10), we do not intend here to go
into the finest details, we will just recall its functional requirements
and constraints: the technique takes in input images of faces with
nearly frontal pose (with a tolerance to rotation of about 20� around
all three axes), in which the face resolution is such that the inter-
ocular distance is equal or >75 pixels, while no particular assump-
tion is made on the illumination of the scene (might be controlled
or uncontrolled, natural or artificial), on the facial expression (neu-
tral pose is preferred, however to some extent expressions can be
modeled too [8]), on the presence of partially occluding objects
(spectacles, beard, and hair), and on the level of background clutter.
On the contrary, we are interested in giving a short description of
the facial feature extraction, on which it is based the design of the
GUI.

There is a general agreement in the face processing literature that
feature extraction is a crucial step in the design and operation of a
technique (4). In our system, a face is described by a constellation
of 27 points which are called fiducial points and shown on the left
of Fig. 2. Given a fiducial point, its characterization is obtained by
convolving the neighborhood of the point with a bank of 40 Gabor
filters (5 scales · 8 orientations, see the right part of Fig. 2) as
described in (7). This operation produces for each fiducial point a
vector of 40 real coefficients called jet, which represents the texture

around that point at different scales and orientations, thus capturing
both the finest details (moles, rims of spectacles, etc.) and the gen-
eral appearance (lightness and contrast of facial features, eyebrow
thickness, etc.) of that limited image region. Hence, the entire face
is characterized by 27 jets, and the similarity between two faces is
defined in terms of the similarity of corresponding jets as measured
by the internal product of the underlying vectors (see [7] for further
details).

We remark that the information involved in the face description
is local and consists of the texture around the facial fiducial points,
as represented by the Gabor filter responses. One could argue that,
given such positions, it would be interesting to characterize faces
using anthropometry (point-to-point distances in the image plane).
From our experience and according to dedicated studies (11), this
characterization has limited value. In fact, distance measurements
have little consistency because of various reasons: face expressions
cause high deformations; variability of camera-to-subject position-
ing affects distances in the image projection; the error made by
automatic localization of landmarks is in the same range of
variability of interpersonal differences.

We also point out that the local nature of the description presents
important advantages. In fact, the extraction of fiducial points lying
around different facial components (eyes, nose, mouth, eyebrows,
etc.) is practically independent, so local errors do not propagate,
and their impact on the global quality of the characterization is lim-
ited. This property of locality is further exploited in our system by
modifying the definition of the similarity function: the internal
product is not computed over all jets, but only on the 14 fiducial
points that manifest the highest similarity. This technique gives bet-
ter results than considering the average of all similarities (12), as it
allows to discard those points that introduce ambiguity in the sub-
ject identification; there could be several causes of this ambiguity
such as the wrong positioning of a fiducial point, its partial occlu-
sion, a significant feature deformation owing to facial expression,
or even a distortion owing to acquisition.

We stress the fact that the fiducial point extraction is fully
automatic in the noninteractive version of our system, and it
involves the application of many modules. At first, the input image
is scanned with the aim of locating the face bounding box using
the Viola and Jones algorithm (13); this is the only subtask accom-
plished using a technique that has not been expressively devised by
the authors. Subsequently, the face area is scanned looking for the
eyes and mouth centers, with the purpose of normalizing the face
with respect to scale and in-plane rotations, aligning all faces to a
common reference; we observe that the accomplishment of this
task is crucial as its failure makes it impossible to carry on any fur-
ther processing. Then comes the extraction of the actual fiducial
points. The process proceeds in a top-down fashion: first the eye,

FIG. 2—Left: A face is described by 27 fiducial points: 13 are directly
extracted from the image (light gray dots), 14 are inferred from the former
ones (dark gray dots). Right: the bank of 40 Gabor filters; the bank is
applied to the neighborhood of each fiducial point to produce a jet vector.
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nose, and mouth subimages are derived on the basis of the local-
ized centers, following some simple geometrical considerations.
Then, the eyes and mouth contours are analyzed to extract the
corresponding fiducial points (the light gray points in Fig. 2).
Regarding the nose, symmetry and geometrical plausibility are used
for localizing its tip. Finally, to enrich the face description, further
14 fiducial points (the dark gray points in Fig. 2) can be inferred
on the basis of the position of the extracted points. Refer to (7–10)
for a detailed description of the entire system.

Interactive Functionalities

The system interface has been designed together with the investi-
gators, so its features are driven by their needs. It offers several
possibilities of interactions, regarding:

Gallery size: the archive dimension can be significantly
reduced on the basis of the information immediately avail-
able to the investigators, gender, age, race, hair color, eye
color, etc.

User validation ⁄ correction: the user can ask to stop the pro-
cess at all intermediate steps, to correct the partial results if
he or she wishes so.
Presentation of results: the user can choose the number of
subjects to receive as output, each one associated with a score
of reliability.

However, if desired, the system can still be set to run in a fully
automatic way as explained in the previous section.

The first point involves the definition of the gallery in which to
search for the unknown subject and moves from the evident fact
that the difficulty of the face identification task is proportional to
the gallery size. Nowadays, the police have a gallery of subjects
with size in the order of hundreds of thousands, and this number
increases continuously. It is thus desirable to exploit all the

information available to investigators to reduce as much as possible
the gallery cardinality. The interface allows the investigators to
label the subjects with several tags that can be exploited as search
criteria: gender, age, particular signs on the face, eye color, hair
color, the presence or absence of spectacles, and facial hair. The
insertion of all or part of this information allows to produce a more
specific query to the database, significantly reducing the search
domain, and thus increasing the system success rate. Obviously the
user should take care in not over-trusting some features that can be
easily counterfeited, such as eye color and hair color.

The second point regards the core of the interaction. As
described in the previous subsection, the face identification method
is composed of several modules working in cascade; therefore, a
failure at a certain point along the execution chain can provoke the
failure of the whole recognition task. To treat also the cases in
which the automatic execution experiences a failure, the interface
provides two modes of execution, recovery and assisted, which cor-
respond to two levels of intervention. In case of recovery execution,
the system runs quietly by itself and it requires human intervention
only when one of the modules experiences a hard failure (the face
detector does not locate any face, the eye detector localizes only
one or no eyes, the mouth is not detected, etc.) or else when the
fiducial point extraction misses a few points (the eyebrows points,
the nose tip, etc.); this latter event does not interrupt the execution,
as the number of extracted points is still sufficient to compute the
similarity; however, their reduction could jeopardize the correct rec-
ognition so the human intervention is suggested. The assisted case
is meant to treat qualitative errors too: the system pauses at all par-
tial outputs regarding face detection, face normalization, fiducial
points extraction, and the interface asks the user to perceptively
evaluate them to decide whether to manually correct those that he
or she considers incorrect or just imprecise (see Fig. 3). In this
mode, the system can work under ideal conditions.

FIG. 3—A screen shot of the interactive user interface when the system is used in the assisted modality on a typical XM2VTS image.
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The last option of interaction concerns the visualization of results
(Fig. 4). Recall from the introduction that one should not expect
always correct identification, that is, PI(1) = 1, even if the matching
is based on fiducial points as precise as the ones annotated by the
user under the assisted mode of operation. A wrong match can hap-
pen for several reasons: because of the limits of the identification
similarity measure; because of differences in appearance of the sub-
ject in the probe image with respect to the corresponding gallery
image regarding pose, aging, facial expression, presence of shadows
or partial occlusions, etc.; even because of the presence of look-a-
like person in the gallery. For these reasons, the solution worked
out with the investigators consists in presenting the user with a list

of matches ordered according to their similarity (according to the
same logic behind the AFIS system) so that the user can investigate
the list of matching subjects, as shown in Fig. 5. The length of the
list can be varied by the user and should be long enough to make
it probable that the subject of interest is included, as explained in
the introduction. This is a very helpful instrument as it dramatically
facilitates the search operations.

Results

To evaluate the system performance, as well as the benefit of
human intervention, we carried out three recognition experiments
setting the execution mode (for both the gallery and the probe sets)
respectively to automatic, recovery, or assisted.

The automatic experiment is meant to draw a baseline to the
system performance; by definition, this mode does not involve any
human intervention, so the subjects whose enrollment in the gallery
caused a hard failure are discarded from the experiment (this hap-
pened only to one of the 295 subjects); on the other hand, the two
probe images on which the system experienced a hard failure are
counted as recognition errors.

We observe that in the recovery experiment, the system suggests
to intervene on three images of the gallery (one because of missed
face detection and two because of missing fiducial points) and 11
of the test set (twice for missing faces, nine times for missing fidu-
cial points); after intervention, the improvement of the performance
over the fully automatic experiment is 0.7% at rank 1.

Regarding the assisted experiment, we asked five persons to
separately check the quality of all intermediate outputs on gallery
and probe images and to correct the results they judged unsatisfac-
tory. The reason why we repeated the experiment five times is the
subjectiveness of both the quality evaluation and the possible
correction. With this modality, the recognition rate at rank 1
increases by another 1.3% over the recovery experiment, for a total
of 2% over the fully automatic case (the standard deviation of the
results obtained asking assistance to five different human operators

FIG. 5—This is what would pop up if the Show results button in Fig. 4 were to be pressed: the figure shows the first 10 subjects in the gallery that ‘‘resem-
ble’’ the most the probe image. For every subject, it reports the gallery ID and the similarity score.

FIG. 4—A screen shot of a face identification experiment: on the left is
shown the probe image, on the right some partial results of execution, while
at the bottom is shown the most similar image in the gallery. The interface
also gives the information about the ID of the subject from the gallery (056
in the example), the similarity score, and, when available (in a closed world
scenario), the information about the rank of the experiment (1 in the exam-
ple, as it is a case of correct identification).
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is about 0.1%). The five operators corrected on average 43.6
images, which is about three times as much as in the recovery
experiment; this means that the quality of automatic fiducial point
extraction was judged as satisfactory on about 96% of images.

In Table 1, we report the obtained recognition rate at ranks
1–10, and at ranks 20, 30, 50, and 100, which correspond approxi-
mately to one-fifteenth, one-tenth, one-sixth, and one-third of the
subjects’ cardinality. Notice that at rank 30, that is, approximately
10% of the gallery cardinality, the recognition rate is about 99%
whichever the experiment modality.

Discussion and Conclusions

Although the results reported in the previous section are obtained
solely on the XM2VTS data set, we can already draw some inter-
esting conclusions. First of all, the system performance reaches a
certain degree of reliability even when executed in fully automatic
mode: 93.5% of images are correctly identified at rank 1. What is
more, the recovery and assisted interactive modalities of operation
significantly improve the identification, by 0.7% and 2% respec-
tively. As expected, the assisted modality presents the best perfor-
mance increase, however, at the cost of a great deal of interaction:
the user is asked for validation (and possibly correction) of every
partial processing, which requires several clicks on the mouse. The
recovery modality is probably the best compromise as it does not
require the user to continuously control the system behavior, while
it requires his ⁄her intervention only on few critical cases: in partic-
ular, this happened on 1.3% of images from the XM2VTS
database.

There is surely some room for improving these results; however,
we emphasize here again that the system need not be perfect to be
useful; in fact, it is not meant to provide legal evidence in court tri-
als; on the contrary, it is devised as a tool supporting investigators
in going through a long list of suspects as rapidly as possible. At
present, investigators are considering the system for experimenta-
tion on the data sets at their disposal.

In future work, we plan to put the system to test bigger data sets,
to measure how these promising results scale up with size, as well
as on less controlled images which are the kind investigators are
likely to come across during their activity (aside from the ‘‘mug
shots’’ like pictures which could constitute the reference gallery). In
real conditions, as long as the aforementioned functional constraints
of our technique are respected, we do not expect to observe major
changes in the behavior of the system. In general, it is possible to
predict that the more unalike are the gallery and probe images with
respect to all conditions of acquisition, the lower would be the rate
of automatic recognition and the more helpful would turn to be the
interactive capabilities of the system. In future works, we plan to
investigate low- or mixed-quality scenarios to quantify these
effects.

Moreover, we stress the fact that we did not make use of the
filtering capabilities of the interface in the experiments on
XM2VTS because we intended to estimate a baseline for the sys-
tem performance; using those criteria, the user can narrow very
much the search domain (e.g., by about 50% only specifying gen-
der), and the system performance will surely benefit from their
utilization. The interface makes it simple to use the standard fil-
ters (gender, age, eye color, hair color, race, presence or absence
of spectacles, and facial hair), and it also allows to define custom
ones; the only requirement to the user for enabling filtering crite-
ria is to manually label the gallery pictures (during enrollment)
with the same tags as the filters he or she intends to use on
probes.
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